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MUNICIPIOS

Ayuntamiento de Riba-roja de Turia

2025/15140 Anuncio del Ayuntamiento de Riba-roja de Turia sobre la aprobacion
del cédigo ético para un buen uso de la inteligencia artificial en la
gestion municipal.

ANUNCIO

Por sesidn plenaria celebrada el 1 de diciembre de 2025 se acordo:

Primero.- Aprobar el Cédigo ético para un uso responsable de la IA en la
gestion municipal.

VER ANEXO
Segundo.- Publicar en la web municipal para su general conocimiento.

Tercero.- Proceder a la creacién del Comité Etico de Inteligencia Artificial
(CEIA), cuya composicion se regira por Resolucion de Alcaldia.

Riba-roja de Turia, 10 de diciembre de 2025.—El alcalde-presidente, Roberto
Raga Gadea.
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“Codigo ético para un uso responsable de la IA en la gestion municipal”.

Preambulo

La transformacion digital de las administraciones publicas constituye uno de los retos
fundamentales del siglo XXI. En este contexto, la Inteligencia Atrtificial (IA) emerge como una
herramienta de extraordinario potencial para mejorar la calidad de los servicios publicos,
optimizar los recursos disponibles y facilitar el acceso de la ciudadania a las prestaciones que le
corresponden. Sin embargo, el uso de estas tecnologias en el ambito de la gestién publica
plantea desafios éticos, juridicos y sociales de primera magnitud que exigen una respuesta clara,
responsable y garantista por parte de las instituciones locales.

El Ayuntamiento de Riba Roja es consciente de que la proximidad que caracteriza a la
administracion municipal la convierte en el nivel de gobierno mas cercano a la ciudadaniay, por
tanto, en el mas directamente responsable de garantizar que la innovacion tecnolégica se
produzca siempre al servicio de las personas, nunca en detrimento de sus derechos
fundamentales. La Inteligencia Artificial no puede ser un fin en si misma, sino un medio para
construir una administracion mas eficiente, transparente, inclusiva y democratica.

Este Ayuntamiento se caracteriza por una sélida trayectoria en la introduccion de la integridad
como uno de los pilares de su gestion, contando con un sistema de integridad que se refuerza,
en especial, en una de las mayores areas de riesgo, la contratacion publica. Y es precisamente
en coherencia con dicha filosofia donde ha demostrado una temprana preocupacion por el
despliegue de la IA, con un enfoque humanista y centrado en las personas. A tal fin, durante el
afno 2025 ha comenzado con un programa de alfabetizacion que permita el conocimiento de las
bases para un uso ético y responsable por el conjunto de la organizacion y asegurar la debida
supervision humana.

Ese primer paso se integra en la definicion de la estrategia municipal coordinada con el conjunto
de las politicas publicas, siendo consciente de que la IA no solo es una herramienta de eficiencia
administrativa, sino como un poderoso agente de transformacion social con capacidad para
impactar directamente en la calidad de vida de la ciudadania. La implementacion de sistemas
de |IA en la gestion publica municipal debe, por tanto, estar intrinsecamente vinculada a la
proteccion de los derechos fundamentales, los principios democraticos y la busqueda
inquebrantable del interés publico.

La velocidad de la innovacién tecnoldgica exige que esta Corporacion anticipe y mitigue los
riesgos asociados a los sistemas algoritmicos, tales como la perpetuacion de sesgos, la
opacidad en la toma de decisiones y el menoscabo de la privacidad. A esa finalidad responde
este Codigo, que establece el marco ético y de gobernanza necesario para garantizar que la 1A
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se utilice de forma responsable, transparente y centrada en el ser humano, asegurando que el
avance tecnoldgico sirva como un motor para la mejora de los servicios publicos y la equidad en
el desarrollo de la actividad municipal.

La elaboracién del presente Cédigo se ha producido en el marco del Grupo de trabajo “Equipo
Nucleo RibaAl-roja” del Ayuntamiento de Riba-roja de Turia basado en la aplicacion de la IA para
una gestion publica mas inteligente, mediante un proceso abierto y participativo. En dicho
proceso se ha recabado la opinién del conjunto de la organizacion a través de una encuesta
destinada a esta finalidad, asi como mediante entrevistas estructuradas tanto con
representantes politicos municipales, personal técnico y colaboradores externos, cuyas
principales conclusiones se han incorporado a este Cdédigo.

Dentro de la definiciéon de este proceso, se ha partido de los marcos éticos relativos a la IA
establecidos a nivel internacional y europeo. En el ambito internacional, destacan las iniciativas
del Observatorio de Politicas de Inteligencia Artificial de la OCDE y la Recomendacion sobre la
ética de la inteligencia artificial adoptada por la UNESCO, que, aunque se centra en las
repercusiones éticas de la IA en las areas de competencia de la UNESCO (la educacion, la
ciencia, la cultura y la comunicacion y la informacién), contiene principios y reglas en muy gran
medida también aplicables en otros ambitos. En la Unién Europea, sirven de inspiracion las
Directrices éticas para una IA fiable del Grupo de expertos de alto nivel sobre inteligencia artificial
de la Comisiéon Europea, y su proyeccion en el Reglamento Europeo de Inteligencia Atrtificial
(Reglamento UE 2024/1689). A nivel nacional destaca como referente, el eje estratégico 6 de la
Estrategia Nacional de Inteligencia Artificial que consiste precisamente en “establecer un marco
ético y normativo que refuerce la proteccién de los derechos individuales y colectivos, a efectos
de garantizar la inclusion y el bienestar social’. Todo ello sin olvidar, los principios éticos
recogidos en el Estatuto Basico del Empleado Publico, en la normativa en materia de
transparencia y buen gobierno, asi como la adaptacién de los mismos a las particulares
actuaciones y comportamientos propios del Ayuntamiento que realiza el Cédigo ético y toda la
estructura institucional de integridad instaurada.

Atendiendo el interés del Ayuntamiento en promover un uso ético, responsable y estratégico de
la IA en el marco de la innovacion y mejora de los servicios publicos y considerando la necesidad
de definir criterios éticos, operativos y de seguimiento que regulen el uso de la IA en los distintos
ambitos municipales, se pone a disposicién de la organizacién municipal, de la ciudadania y del
conjunto de grupos de interés el presente Codigo.

Capitulo I.- Objetivo y naturaleza

Articulo 1.- El presente Cddigo tiene por objeto establecer los principios éticos, las reglas de
buen gobierno y buena administracion, asi como los procedimientos operativos que deben regir
la planificacion, el disefio, la adquisicion, la implantacion, la operacién y la auditoria de todos los
sistemas de Inteligencia Artificial utilizados por el Ayuntamiento de Riba Roja.
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Capitulo Il.- Ambito de aplicacion
Articulo 2.- Ambito subjetivo

El presente Codigo resulta de aplicacion a todo el personal al servicio de este Ayuntamiento, con
independencia de la naturaleza juridica de su relacion (funcionarios de carrera, personal laboral,
personal eventual, personal directivo), asi como a los miembros de la Corporacién municipal en
el ejercicio de sus funciones.

Igualmente, seran destinatarios de este Codigo las empresas, entidades y profesionales que, en
virtud de contratos, convenios de colaboracién o cualquier otro titulo juridico, desarrollen,
implementen, gestionen u operen sistemas de Inteligencia Artificial por cuenta de este
Ayuntamiento o en el marco de la prestacion de servicios publicos municipales. Los pliegos de
contratacion y los convenios de colaboracion incorporaran clausulas especificas que garanticen
el cumplimiento de los principios y obligaciones establecidos en este Codigo.

Articulo 3.- Ambito objetivo

El presente Codigo regula el uso de sistemas de Inteligencia Artificial en el ambito de la gestion
administrativa interna del Ayuntamiento, ambito en el cual estas tecnologias pueden contribuir
significativamente a la eficiencia, la racionalizacion de procedimientos y la optimizacion de
recursos publicos.

El presente Cédigo regula asimismo el uso de sistemas de Inteligencia Artificial en la proyeccién
externa de su gestion, en la prestacion de servicios publicos y en la interaccién con la ciudadania,
ambito en el que estas tecnologias pueden mejorar la accesibilidad, la personalizacion y la
calidad de los servicios, siempre que se implementen con plenas garantias.

Todo proyecto de sistema de Inteligencia Atrtificial sera clasificado conforme a las categorias de
riesgos establecidas en el Reglamento (UE) 2024/1689, a efectos de determinar, en su caso, las
medidas necesarias para su despliegue.

Capitulo lll.- Principios
Articulo 4.- Principios
El uso de la IA en la gestién municipal se regira por los siguientes principios:

a) Principio de respeto a la dignidad y los derechos fundamentales. Todo sistema de
Inteligencia Artificial utilizado por este Ayuntamiento debera estar disefiado, desarrollado
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y desplegado de manera que respete plenamente la dignidad humana, los derechos y
libertades fundamentales reconocidos en la Constitucion, la Carta de Derechos
Fundamentales de la Unién Europea y los Tratados internacionales ratificados por
Espafa.

Principio de transparencia y explicabilidad. El sistema debe permitir, en la medida de
su complejidad técnica y su nivel de riesgo, que sus resultados sean explicables y
comprensibles para el usuario humano y, en su caso, para el ciudadano afectado.

Se garantizara un registro completo y auditado de las fuentes de datos, asi como de los
parametros de entrenamiento, el modelo algoritmico y las versiones de software
utilizadas en cada decision relevante.

Principio de supervision humana y responsabilidad institucional. En todos los
casos de uso de los sistemas de Inteligencia Atrtificial que afecten a derechos o generen
consecuencias juridicas para los ciudadanos, se mantendra la supervision humana
relevante, reservando siempre la decision final a un empleado publico con la
competencia y autoridad adecuadas.

Se estableceran cadenas de responsabilidad claras, de modo que en todo momento sea
posible determinar quién ha tomado la decision final, sobre la base de qué informacion
y con qué margen de discrecionalidad.

Principio de equidad, igualdad y no discriminacién. Se prohibe el uso de sistemas
de Inteligencia Artificial que, por disefio o por los datos de entrenamiento utilizados,
produzcan resultados que discriminen a personas o grupos por motivos de origen racial
o étnico, sexo, orientacién sexual, religion, discapacidad, o cualquier otra circunstancia
protegida por la legislacion.

Se estableceran procesos obligatorios de auditoria de sesgos algoritmicos antes de la
implantacion de sistemas de alto riesgo y durante su ciclo de vida, utilizando métricas
de equidad aceptadas, para garantizar su uso debido.

Principio de privacidad y proteccion de los datos. Todo sistema de Inteligencia
Artificial utilizado por el Ayuntamiento debe disefiarse y operarse bajo los principios de
"privacidad desde el pisefio" (privacy by design) y "proteccion de datos por defecto” (data
protection by default). Esto implica:

— Minimizacion de datos: Recopilar Unicamente los datos personales
estrictamente necesarios para el propésito algoritmico especifico, priorizando el
uso de datos anonimizados o seudonimizados siempre que sea posible.



A b@’ Valencia -

— Licitud y Finalidad: Asegurar una base juridica soélida para el tratamiento de
datos y garantizar que el uso del sistema de Inteligencia Artificial sea compatible
con la finalidad original para la cual se recopilaron los datos.

— Evaluacion de Impacto: La implantacion de cualquier sistema de IA, en
particular, aquellos clasificados como de alto riesgo, exigira la realizacion previa
de una Evaluacion de Impacto en la Proteccion de Datos (EIPD) exhaustiva.

f) Principio de proporcionalidad y eficacia. La complejidad y el nivel de riesgo del
sistema de Inteligencia Atrtificial seran proporcionales al beneficio esperado para el
servicio publico, debiendo ajustarse, a dichos efectos, a la clasificaciéon de riesgos
establecida por el Reglamento Europeo de Inteligencia Artificial. El sistema debera
incorporar mecanismos técnicos y procedimentales que permitan la reversién o la
anulacién de las decisiones algoritmicas, asi como la posibilidad de volver a un
procedimiento de toma de decisiones exclusivamente humano si fuera necesario.

g) Principio de robustez, seguridad y sostenibilidad. Los sistemas deben ser disefiados
para resistir errores, fallos técnicos y ataques maliciosos o intentos de manipulacién. Los
datos, la infraestructura y los modelos deben cumplir con los estandares de
ciberseguridad municipal mas exigentes.

h) Principio de sostenibilidad e impacto ambiental. Se evaluara el impacto
medioambiental y el consumo energético de los modelos de IA, priorizando soluciones
que ofrezcan eficiencia computacional y minimicen la huella de carbono.

Para ello se promovera la reutilizaciéon de modelos ya entrenados, la optimizacién de
algoritmos para reducir su coste computacional y la adopcion de arquitecturas eficientes
que permitan obtener resultados comparables con menor consumo de recursos.

Capitulo IV-. Modelo de gobernanza y control de la IA
Articulo 5. Comité Etico de Inteligencia Artificial (CEIA)

Se crea el Comité Etico de Inteligencia Artificial (CEIA) como érgano colegiado, de naturaleza
multidisciplinar, con funciones de asesoramiento, evaluacion y supervision del uso ético de la
Inteligencia Artificial en el municipio. Estara compuesto por representantes de las areas juridica,
técnica, de proteccion de datos, de transparencia y un vocal externo experto en ética digital,
cuya designacioén y normas de funcionamiento se estableceran por Resolucién de Alcaldia. Entre
sus funciones se encontraran, al menos,:

A) Autorizar los proyectos que incluyan la implementacion de sistemas de IA, conforme al
Protocolo previsto en el Anexo |.
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B) Realizar el seguimiento de proyectos piloto relacionados con la Inteligencia Artificial,
garantizando su alineacion con los principios éticos acordados, asi como disefiar el
marco practico de implementacion para asegurar la aplicacion coherente y segura de
soluciones basadas en Inteligencia Atrtificial.

C) Elaborary actualizar guias, protocolos y recomendaciones para la aplicacion practica de
los principios recogidos en este Codigo.

D) Supervisar el Registro Municipal de Sistemas de Inteligencia Artificial y realizar un
seguimiento periddico de los sistemas en funcionamiento.

E) Promover la formacién del personal municipal y la alfabetizaciéon digital de la ciudadania
en materia de Inteligencia Atrtificial, y fomentara la transparencia y participacion publica,
incluyendo mecanismos de consulta ciudadana sobre el uso de Inteligencia Artificial.

F) Elaborar un informe anual sobre el uso de la Inteligencia Artificial en el Ayuntamiento,
que sera remitido al Pleno y publicado en el Portal de Transparencia para conocimiento
de la ciudadania, asi como cualesquiera otras funciones relacionadas con la
implementacion responsable de la Inteligencia Atrtificial en el Ayuntamiento.

G) Cualesquiera otras funciones relacionadas con la implementaciéon de la Inteligencia
Artificial en el Ayuntamiento.

Articulo 6. Registro Municipal de Sistemas de Inteligencia Artificial

Se establece el Registro Municipal de Sistemas de Inteligencia Artificial como instrumento
fundamental de transparencia, control y rendicion de cuentas. Este Registro, que tendra caracter
publico con las limitaciones derivadas de la proteccion de datos, la seguridad informatica o el
secreto comercial, recogera informaciéon sobre todos los sistemas de Inteligencia Artificial
utilizados por el Ayuntamiento. El Registro se mantendra permanentemente actualizado en la
sede electronica municipal y en el Portal de Transparencia.

Su finalidad sera proporcionar a la ciudadania un instrumento fundamental para la rendicion de
cuentas democratica, y garantizar asi su derecho a conocer cuando esta interactuando con un
sistema automatizado, qué datos se utilizan, con qué finalidad, qué légica subyace a las
decisiones algoritmicas y qué consecuencias pueden derivarse de ellas. Esta informacién se
facilitara en un lenguaje claro, sencillo y accesible para personas sin conocimientos técnicos
especializados. En el mismo se recogeran, los sistemas en uso, sus finalidades, sus
responsables, las evaluaciones de riesgo realizadas y los mecanismos de supervision
existentes.
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Su estructura y funcionamiento se establecera mediante acuerdo municipal, sin perjuicio de lo
cual debe tenerse en cuenta su:

a) Obligatoriedad: Todos los sistemas de Inteligencia Artificial, especialmente los
clasificados como de alto o limitado riesgo, deberan ser inscritos en un Registro
Municipal de Algoritmos gestionado por el CEIA.

b) Publicidad: El Registro, sin perjuicio de la proteccién de la propiedad intelectual del
proveedor, sera de acceso publico y contendra, al menos, la siguiente informacién por
cada sistema: proposito, nivel de riesgo (segun el Reglamento Europeo), fecha de
implantacion, departamento responsable, descripcion de los datos de entrenamiento y
mecanismos de supervision humana.

Articulo 7.- Aprendizaje interno municipal

El personal municipal compartira lecciones aprendidas y buenas practicas en el uso de los
sistemas de Inteligencia Artificial, pudiendo crear bancos de buenas practicas y de intercambio
de conocimiento y casos de uso.

La finalidad de dicho mecanismo de aprendizaje es preservar y reutilizar el conocimiento
organizativo; acelerar el aprendizaje colectivo, mejorar la calidad de las decisiones y servicios;
y garantizar la trazabilidad y ética en la difusion del conocimiento. Para ello, el Ayuntamiento
aprobara el esquema de ficha de buena practica en el uso de sistemas de y la creacién del Banco
de conocimiento de Inteligencia Atrtificial.

Articulo 8.- Coordinacion con proveedores y contratistas

Todos los contratos de servicios, suministros u obras que impliquen el desarrollo,
implementacion, mantenimiento u operacion de sistemas de Inteligencia Atrtificial incluiran
clausulas especificas que garanticen:

a) El cumplimiento integro de los principios establecidos en este Cddigo y de la normativa
aplicable en materia de proteccién de datos, Inteligencia Artificial y derechos digitales.

b) La obligacion del contratista de proporcionar informaciéon detallada sobre el
funcionamiento del sistema, los datos utilizados, los algoritmos empleados y las medidas
de seguridad implementadas, en los términos que permitan su evaluacion y auditoria por
el Ayuntamiento.

c) Larealizacion de auditorias algoritmicas independientes cuando se trate de sistemas de
alto riesgo, cuyos resultados deberan ser facilitados al Ayuntamiento.

d) La garantia de que los datos tratados permanecen bajo control del Ayuntamiento como
responsable del tratamiento, y que el contratista actia como encargado del tratamiento
en los términos del Reglamento Europeo de Proteccion de Datos (RGPD).
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e) La prohibicion de utilizar los datos para finalidades distintas a las contractualmente
establecidas, asi como la obligacién de devolucion o destruccion de los datos al finalizar
la relacion contractual.

f) El establecimiento de mecanismos de supervision, seguimiento y control por parte del
Ayuntamiento durante toda la vigencia del contrato.

g) La obligacion de notificar inmediatamente cualquier incidente de seguridad, brecha de
datos, mal funcionamiento del sistema o circunstancia que pueda afectar a los derechos
de las personas.

h) La existencia de penalidades especificas por incumplimiento de las obligaciones en
materia de ética de la Inteligencia Artificial y proteccion de datos.

Los pliegos de contratacion incorporaran criterios de valoracién relacionados con la
transparencia algoritmica, la explicabilidad de los sistemas, la prevenciéon de sesgos, la
sostenibilidad ambiental y el compromiso ético del licitador.

Con caracter general, se requerira a los proveedores de sistemas de Inteligencia Artificial la
entrega de una declaracion responsable que de forma expresa manifieste el cumplimiento de
todas sus obligaciones contempladas en el Reglamento Europeo. Esto incluye asegurar que el
producto ofrecido cumpla con los requisitos especificos del Ayuntamiento.

Articulo 9.- Implementacion de sistemas basados en Inteligencia Artificial

Todo 6rgano municipal que contemple la implementacion de un sistema de Inteligencia Artificial,
ya sea de desarrollo propio, adquirido a terceros o prestado como servicio, debera comunicarlo
formalmente al CEIA antes de iniciar cualquier procedimiento de contratacién, desarrollo o
despliegue, de conformidad con el protocolo que se aprobara en desarrollo del presente Codigo.

En todo caso, antes de proceder al despliegue completo de un sistema de alto riesgo, se
realizard una fase piloto o de prueba en un entorno controlado que permita verificar el
funcionamiento del sistema, evaluar su precisién, exactitud, y fiabilidad, identificar sesgos o
impactos discriminatorios, y validar la idoneidad de los mecanismos de supervision humana y
protocolos de actuacion.

Articulo 10.- Monitorizacion continua y revision periodica

Todo sistema de Inteligencia Artificial en funcionamiento estara sujeto a monitorizacién continua
para verificar que sigue operando dentro de los parametros establecidos y que no genera
impactos adversos imprevistos.

Los sistemas de alto riesgo seran objeto de revision periédica al menos anual, o con mayor
frecuencia si asi se establece en la resolucidon de autorizacion o si se detectan incidencias
significativas. El resultado de estas revisiones se documentara y remitira al CEIA que podra
formular recomendaciones de mejora, solicitar modificaciones o, en casos extremos, proponer
la suspension del sistema.
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Articulo 11.- Auditorias algoritmicas independientes

Los sistemas de alto riesgo seran sometidos a auditorias algoritmicas independientes con
periodicidad al menos bienal, realizadas por entidades especializadas externas que dispongan
de la capacidad técnica y la independencia necesaria.

Capitulo V.- Alfabetizacion y capacitacion
Articulo 12.- Deber de alfabetizacion

El uso ético y responsable de la Inteligencia Artificial requiere que los empleados publicos
dispongan de los conocimientos, habilidades y actitudes necesarios para comprender estas
tecnologias, aprovechar sus beneficios y gestionar sus riesgos. El Ayuntamiento asume el deber
de alfabetizacion digital, de datos y algoritmica del personal y de las personas colaboradoras de
la Entidad, con el fin de garantizar un uso ético, responsable y conforme a Derecho de las
tecnologias digitales y, en particular, de los sistemas de Inteligencia Artificial.

La alfabetizacion tiene por finalidad proteger los derechos de las personas, reforzar la integridad
institucional y la rendicién de cuentas, mejorar la calidad de la toma de decisiones y de los
servicios publicos, y asegurar el cumplimiento del marco normativo aplicable.

Articulo 13.- Campanas de alfabetizacion digital para la ciudadania.

El Ayuntamiento promovera campanas de Alfabetizacion Digital en Inteligencia Artificial para la
ciudadania con el objetivo de fomentar una comprension critica y realista sobre el funcionamiento
de los sistemas algoritmicos, asi como formar sobre los derechos de los ciudadanos en el
entorno digital y los mecanismos habilitados para ejercerlos (derecho a la explicacién y revision
humana).

Para ello, y sin perjuicio del recurso a talleres y jornadas de formacion, se realizaran campanas
periédicas de informacion sobre el uso de la Inteligencia Atrtificial en los servicios municipales,
explicando de manera didactica qué sistemas se emplean, qué beneficios aportan, qué garantias
existen y qué derechos puede ejercer la ciudadania. Estas campafias utilizaran diversos canales
(web municipal, redes sociales, folletos informativos, carteleria, medios de comunicacion
locales).

Se desarrollaran programas adaptados para personas mayores, personas con discapacidad,
colectivos con menores competencias digitales o en riesgo de exclusion tecnolégica,
garantizando que nadie quede al margen de la transformacion digital y que todos puedan ejercer
sus derechos en igualdad de condiciones.

10
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Capitulo VI.- Derechos de la ciudadania frente a la Inteligencia Artificial
Articulo 14.- Derechos de la ciudadania

El Ayuntamiento de Riba Roja, en su compromiso con el respeto a los derechos de las personas
en un entorno digital, garantizara los siguientes derechos de la ciudadania:

1. Derecho a ser informado: Las personas que se relacionan con el Ayuntamiento
tienen derecho a ser informados, de manera clara y accesible, cuando esté
interactuando con un sistema de IA o cuando una decisiéon que le afecte haya sido
asistida por un algoritmo. Esta informacién se facilitara de forma proactiva, sin
necesidad de solicitud previa.

2. Derecho a la explicacién significativa: En las decisiones adoptadas por un sistema
de IA, en especial, cuando se trate de un sistema de alto riesgo, las personas
tendran derecho a solicitar una explicacion comprensible y detallada sobre los
criterios utilizados por el sistema de |A para llegar a una recomendacion o resultado.

3. Derecho a la revision humana: En todas las decisiones de alto riesgo, el ciudadano
tendra derecho a solicitar la revisién, por parte de un empleado publico cualificado
diferente al que supervisé inicialmente la decision algoritmica.

4. Derecho a presentar consultas, quejas y denuncias sin represalias.
Se habilitaran canales accesibles para consultas y reclamaciones vinculadas al uso
de IA.

El ejercicio de estos derechos se entiende sin perjuicio de los derechos reconocidos por la
normativa de proteccion de datosy por el resto del ordenamiento juridico, aplicandose

siempre la interpretacion mas favorable a la dignidad y a la tutela efectiva de las personas.

Articulo 15.- Ejercicio de los derechos

Se garantizard un canal accesible para solicitar informacién, oponerse a decisiones
automatizadas cuando proceda y solicitar revision humana.

Capitulo VII.- Uso responsable y practicas prohibidas en la gestién municipal

Articulo 16.- Obligaciones basicas de los empleados al utilizar sistemas de Inteligencia
Artificial en la gestion municipal.

1. Todo empleado municipal que utilice sistemas de Inteligencia Atrtificial en el ejercicio de
sus funciones debe conocer y comprender el funcionamiento basico del sistema que
emplea, sus capacidades, sus limitaciones y los riesgos asociados a su uso. No se debe

10
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utilizar ningun sistema sin haber recibido la formacion adecuada y sin comprender qué
hace el sistema y como lo hace.

2. El empleado debe verificar siempre la calidad, exactitud y adecuacién de los resultados
proporcionados por el sistema antes de tomar decisiones basadas en ellos o de trasladar
esa informacion a terceros. Ningun resultado generado por Inteligencia Atrtificial debe
considerarse valido sin supervision y validacion humana previa.

3. Se debe respetar en todo momento la confidencialidad de los datos personales y
sensibles tratados por el sistema, no pudiendo utilizarlos para finalidades distintas de
las autorizadas ni compartirlos con personas no autorizadas.

Articulo 17. Practicas prohibidas
Se prohibe expresamente a todos los empleados municipales:

1. Utilizar sistemas de Inteligencia Artificial no autorizados por el Ayuntamiento,
especialmente aquellos de acceso publico en Internet, para el tratamiento de datos
municipales o informacién sensible. Solo pueden emplearse los sistemas oficialmente
autorizados y desplegados por la organizacién para el fin creado, siempre de
conformidad con las prescripciones establecidas en la normativa de aplicacion.

2. Compartir con sistemas de IA externos o no autorizados informacién confidencial, datos
personales de ciudadanos, informacion protegida por el secreto profesional o cualquier
dato sensible del Ayuntamiento. La proteccion de la informacion es responsabilidad de
cada empleado.

3. Delegar completamente en sistemas de IA la toma de decisiones que afecten a derechos
de las personas o que tengan consecuencias juridicas, sin realizar una valoracion
personal y profesional del caso concreto. El sistema de inteligencia artificial puede
sugerir y asistir en el analisis, pero la decision final corresponde siempre a la persona
responsable del expediente.

Articulo 18. Buenas practicas en el uso de la gestion municipal

En todo momento debera ejercerse un juicio profesional critico, valorando si el resultado
proporcionado por el sistema de IA es razonable, proporcionado y justo antes de actuar en
consecuencia. La experiencia y el criterio profesional son fundamentales para detectar posibles
errores o sesgos de los sistemas.

Los empleados deberan participar, en la medida de lo posible, en los programas de formacién y
alfabetizacion sobre el uso de IA, compartiendo experiencias con otros compaferos y
contribuyendo a la construcciéon de una cultura organizacional de uso responsable de estas
tecnologias.

11
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Todos los empleados son corresponsables de garantizar que la tecnologia esté al servicio de las
personas y de construir una administracion mas eficiente, pero también mas humana, justa y
cercana.

Capitulo VIIl.- Mecanismos de revisién y Evaluacién
Art. 19.- Supervision de los Sistemas de Inteligencia Artificial

La utilizaciéon de sistemas de Inteligencia Artificial conlleva la obligacion de definir, aplicar y
mantener métricas e indicadores para evaluar la exactitud de las salidas generadas por sistemas
de |IA generativa, asi como de realizar revisiones periédicas orientadas a
detectar sesgos o comportamientos discriminatorios.

Articulo 20.- Evaluacion y revision del codigo.

El presente Cédigo sera objeto de evaluacion y revision periddica para garantizar su vigencia,
efectividad y adaptacion a la evolucion tecnolégica, normativa y social.

Se establecen los siguientes mecanismos:

a) Revision ordinaria: El Codigo sera revisado integramente al menos cada tres afios,
evaluando su cumplimiento, identificando lagunas o deficiencias, analizando la
jurisprudencia y doctrina administrativa relevante, e incorporando las modificaciones
necesarias para mantener su alineacion con el ordenamiento juridico y las mejores
practicas internacionales. El proceso de revision sera liderado por el CEIA, que elaborara
una propuesta de actualizacién que sera sometida a informacién publica y aprobada por
el Pleno municipal.

b) Revision extraordinaria: Cuando se produzcan cambios normativos sustanciales
(nuevas leyes, reglamentos europeos, sentencias judiciales relevantes), avances
tecnologicos disruptivos, o cuando la evaluacion intermedia revele deficiencias graves,
se procedera a una revision extraordinaria del Cédigo sin esperar al plazo ordinario.

c) Evaluacién anual de cumplimiento: Con independencia de la revision del texto, se
realizara anualmente una evaluacion del grado de cumplimiento del Cédigo, mediante
la recopilacion de indicadores cuantitativos y cualitativos: numero de sistemas
implementados y clasificacion de riesgo, evaluaciones de impacto realizadas,
incidencias detectadas, derechos ejercidos por la ciudadania, formacion impartida,
quejas recibidas, grado de satisfaccion de usuarios, etc.

Esta evaluacion sera recogida en el informe anual del CEIA servira de base para la adopcion de
medidas de mejora.

12
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Capitulo IX.- Disposiciones finales
Articulo 21.- Entrada en vigor

El presente Codigo entrara en vigor al dia siguiente de su publicacion en el Boletin Oficial de la
Provincia, sin perjuicio de su difusion en la sede electronica municipal y en el Portal de
Transparencia.

Los sistemas de Inteligencia Artificial que se encuentren en funcionamiento en el momento de
entrada en vigor del Cédigo deberan adaptarse a sus exigencias en el plazo maximo de seis
meses. Durante este periodo transitorio, el CEIA, en coordinacién con los érganos responsables
de cada sistema, realizarda un censo completo de los sistemas existentes, evaluara su
conformidad con los principios del Cédigo e identificara las medidas de adecuacion necesarias.

Los sistemas clasificados como de alto riesgo que no cumplan con las garantias minimas
establecidas en este Codigo deberan ser suspendidos cautelarmente hasta que se completen
las evaluaciones de impacto y se implementen las salvaguardias necesarias

Articulo 22.- Obligatoriedad y ambito de aplicacion

El cumplimiento del presente Cdédigo es obligatorio para todo el personal al servicio de este
Ayuntamiento, para los miembros de la Corporacion municipal, y para todas las entidades,
empresas y profesionales que desarrollen, implementen, gestionen u operen sistemas de
Inteligencia Artificial en el ambito municipal o en la prestacién de servicios publicos municipales.

Su incumplimiento podra dar lugar, segun la naturaleza y gravedad de la infraccion y la condicién
del sujeto responsable, a:

e Responsabilidad disciplinaria del personal al servicio del Ayuntamiento, conforme a la
legislacion de funcién publica.

e Responsabilidad contractual de proveedores y contratistas, pudiendo dar lugar a la
imposicion de penalidades, la resolucion del contrato o la exclusion de futuras
licitaciones.

e Responsabilidad patrimonial de la administracion ante los perjuicios causados a
terceros, sin perjuicio de la eventual accién de regreso contra los responsables directos.

e Cualesquiera otras responsabilidades que pudieran derivarse del ordenamiento juridico
aplicable.

Sin perjuicio de lo anterior, el Ayuntamiento adoptara un enfoque preventivo y pedagodgico,

priorizando la formacion, el asesoramiento y la correccion proactiva sobre la sancion, salvo en
casos de incumplimientos graves o reiterados que revelen negligencia o mala fe.
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Articulo 23.- Interpretacion y desarrollo

La interpretacion del presente Cédigo corresponde al CEIA, que podra emitir dictamenes,
criterios interpretativos y recomendaciones para aclarar el alcance de sus disposiciones y
resolver las dudas que puedan plantearse en su aplicacién practica.

El CEIA, elaborara las guias, protocolos, instrucciones y procedimientos operativos necesarios
para el desarrollo y la aplicacién efectiva de este Cddigo. Estos instrumentos de desarrollo
tendran caracter vinculante en el ambito de la organizaciéon municipal.

La actualizacion de estos instrumentos no requerira modificacion formal del Cédigo, pudiendo
ser aprobada por el 6rgano municipal competente previo informe favorable del CEIA, siempre
que no altere los principios fundamentales ni las garantias esenciales establecidas en el mismo.

Articulo 24.- Coordinacién normativa

El presente Codigo se integra en el ordenamiento juridico municipal y debe interpretarse de
conformidad con la Constitucion, el derecho de la Union Europea, las leyes estatales y
autonomicas, y el resto de normas y reglamentos municipales.

En caso de discrepancia o laguna, prevalecera siempre la interpretaciéon mas favorable a la
proteccion de los derechos fundamentales y a la dignidad de las personas. El principio pro
homine y el principio de maxima proteccion orientaran cualquier decision interpretativa en
situaciones de duda o conflicto normativo.

Las disposiciones de este Codigo se entienden sin perjuicio de la aplicacion de normativa
especifica mas protectora que pudiera resultar aplicable en determinados ambitos sectoriales
(proteccion de menores, violencia de género, salud publica, proteccion social, etc.).

Articulo 25.- Clausula de salvaguardia

Cuando la aplicacion estricta de alguna disposicion de este Codigo pudiera generar, en un caso
concreto, un resultado contrario a los derechos fundamentales, al interés general o a los
principios éticos que inspiran el propio Cdédigo, el érgano competente, previo informe motivado
del CEIA y con plena transparencia, podra adoptar la solucion que mejor preserve dichos
derechos, principios e intereses.

Esta facultad debe ejercerse con caracter absolutamente excepcional, estar plenamente
justificada, quedar debidamente documentada, ser objeto de control posterior y, en ningun caso,
podra servir para eludir las obligaciones esenciales de proteccion de derechos y garantias
establecidas en el ordenamiento juridico.

Articulo 26.- Compromiso institucional

14
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Con la aprobacion de este Codigo, el Ayuntamiento contrae un compromiso solemne con la
ciudadania: la tecnologia estara siempre al servicio de las personas, nunca al revés. Ningun
sistema de Inteligencia Atrtificial, por sofisticado o eficiente que sea, podra sustituir el juicio
humano, la empatia, la responsabilidad politica o la capacidad de la administracién publica para
comprender y atender las circunstancias particulares de cada persona.

El disefio y uso de sistemas de IA por parte del Ayuntamiento tendera a la mejora continua de
los mismos y a la minimizacion de las vulnerabilidades y posibilidades de error a lo largo de todo
el ciclo de vida del sistema de IA, en particular, asegurando la robustez del dato y la consistencia

de la informacion, el control humano, asi como la aplicacion de la normativa pertinente y de los
presentes principios éticos .

ANEXOS
ANEXO I.- Protocolo de implementacion de Sistemas |A
ANEXO Il.-Ficha de buenas practicas en el uso de sistemas de IA

ANEXO lll.- Guia para un buen uso de la IA en el Ayuntamiento de riba-roja de Turia
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